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Abstract
Transformer self-attention offers strong expressiveness, but its com-

pute and memory cost grows rapidly with longer sequences. This

results in frequent off-chip memory access, which becomes a major

performance bottleneck. FlashAttention reduces this by dividing

the sequence into tiles, computed entirely in on-chip memory. This

avoids storing intermediate tensors off-chip and alleviates mem-

ory bandwidth issues. However, tile-wise online softmax requires

floating-point operations for numerical stability using max-based

scaling and accumulation. We propose I-FlashAttention, an integer-

only version of FlashAttention. It uses shift-based exponential ap-

proximation and integer max-tracking to perform online softmax

without floating point. All steps, from INT8 GEMM to output, are

fused into a single Triton kernel. I-FlashAttention is 1.08× faster

than FP16 FlashAttention and 7.10× faster than I-ViT.
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1 Introduction
Transformer self-attention offers high expressiveness, but its com-

pute andmemory complexity scales as𝑂 (𝑁 2) with sequence length.
This leads to significant bottlenecks caused by intermediate ten-

sor transfers between on-chip and off-chip memory, particularly

in large language models (LLMs) and Vision Transformers (ViTs).

FlashAttention [2]mitigates this by tiling the sequence and perform-

ing computations entirely in on-chip memory. Only the final out-

puts are written off-chip, while intermediate tensors remain on-chip
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by accumulating tile-level results. However, FlashAttention and its

successors cannot compute softmax in a single pass due to tiling.

They process tiles sequentially, updating the maximum value for

numerical stability and rescaling previous tile results accordingly.

This approach demands high precision and inherently depends on

floating-point operations. While prior works such as QAttn [3] and

Int-FlashAttention [1] attempt to introduce integer arithmetic, they

typically limit quantization to simulated integer GEMM, as shown

in Figure 1. In this paper, we propose I-FlashAttention, a GPU kernel

where all operations are performed in integer arithmetic. First, we

implement an integer-based online softmax [5] using shift-based

exponential approximation and tile-wise max tracking, enabling

rescaling of prior tile outputs without floating-point dependency.

This minimizes precision loss while preserving numerical stability.

Second, we integrate the integer online softmax into the FlashAt-

tention tiling structure, handling all stages from INT8 GEMM to

output in a single Triton kernel [6]. This reduces off-chip memory

access and improves GPU utilization through kernel fusion. Experi-

ments show that I-FlashAttention achieves a 1.08× speedup over

FP16 FlashAttention and 7.1× lower latency compared to I-ViT.

Figure 1: Comparison of simulated quantized attention and
the proposed I-FlashAttention pipeline.

2 Integer Algorithms for I-FlashAttention
I-FlashAttention is an integer-only implementation of the tile-based

structure of FlashAttention, with its core components being Shift-

Exp2 and the Int-Only Online Softmax. FlashAttention employs a

tile-wise online softmax strategy, where the softmax is computed

sequentially across tiles while accumulating and updating the run-

ning maximum and normalization denominator. To implement this
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in integer arithmetic, ShiftExp2 approximates the exponential func-

tion, and the Int-Only Online Softmax maintains the accumulated

values using only integer operations. These two components are

central to the design of I-FlashAttention.

2.1 ShiftExp2
Algorithm 1 is based on the ShiftExp operation proposed in I-ViT [4],

and approximates the exponential function exp 2(𝑥) using shift-

based operations. The input X̂(int32) is a tensor in int32 format, and

𝑠𝑋 is a scale factor for integer computation. The output is Ŷ(int32) ,
a tensor quantized in int32 format. The algorithm approximates

exp 2(𝑥) by dividing the input by the scale factor to obtain the

quotient and remainder, which are then used in the computation.

Algorithm 1 ShiftExp2

1: function ShiftExp2(X̂(int32) , 𝑠𝑋 )
2: X̂(quot) ←

⌊
X̂(int32)/(−𝑠𝑋 )

⌋
⊲ quotient

3: X̂(rem) ←
⌊
−(X̂(int32) − X̂(quot) · (−𝑠𝑋 ))

⌋
⊲ remainder

4: Ŷ(int32) ←
(
(−X̂(rem) ≫ 1) + 𝑠𝑋

)
≫ X̂(quot)

5: return Ŷ(int32)

6: end function

2.2 Int-Only Online Softmax
Algorithm 2 implements the Int-Only Online Softmax, a core com-

ponent of I-FlashAttention. This algorithm replaces the tile-based

softmax computation in FlashAttention with integer operations,

performing softmax sequentially across tiles while accumulating

and updating the running maximum and normalization denomi-

nator. The exponential function exp 2(𝑥) is approximated using

ShiftExp2, allowing the entire softmax computation to be executed

in the integer domain. The input X̂(int32) is a tensor in int32 format,

and 𝑠𝑋 is a scale factor for integer arithmetic. The output Ŷ(int8) is
a tensor quantized to int8 format.

Algorithm 2 Int-Only Online Softmax

1: function I-ONLINE-SOFTMAX(X̂(int32) , 𝑠𝑋 )
2: 𝑚̂0 ← −231, ˆ𝑑0 ← 1

3: for 𝑗 ← 1, 𝑉 do
4: 𝑚̂ 𝑗 ← max(𝑚̂ 𝑗−1, X̂

(int32)

𝑗
)

5:
ˆ𝑑 𝑗 ←

⌊
ˆ𝑑 𝑗−1 ·

ShiftExp2(𝑚̂ 𝑗−1−𝑚̂ 𝑗 ,𝑠𝑋 )
𝑠𝑋

⌋
+ ShiftExp2(X̂(int32)

𝑗
− 𝑚̂ 𝑗 , 𝑠𝑋 )

6: end for
7: for 𝑖 ← 1, 𝑉 do

8: Ŷ(int8)
𝑖

←
⌊
127 · ShiftExp2(X̂

(int32)

𝑖
−𝑚̂𝑉 ,𝑠𝑋 )

ˆ𝑑𝑉

⌋
9: end for
10: return Ŷ(int8)

11: end function

3 Experiments
Figure 2 presents the throughput comparison measured on an RTX

2080Ti with two different input sizes. I-FlashAttention achieves a

speedup of 7.10× over I-ViT and 1.08× over FP16 FlashAttention.

Its throughput is lower than that of QAttn and INT-FlashAttention,

as integer-based softmax does not offer performance benefits on

GPU. Nevertheless, I-FlashAttention employs a fully integerized

architecture including softmax, making it suitable for integer-only

hardware. It also maintains a comparable level of accuracy to QAttn,

with an SQNR of 33.30 and MSE of 1.23×103.

Figure 2: Normalized throughput comparison across different
attention methods using DeiT-Tiny and ViT-L/16 input sizes.

4 Conclusion
In this paper, we propose I-FlashAttention to address both the

dependency on floating-point operations in self-attention and the

bottleneck caused by off-chip memory accesses. By employing a

shift-based exponential approximation and integer online softmax,

intermediate results are processed entirely using integer operations.

These components are integrated into the FlashAttention tiling

structure, effectively minimizing off-chip memory accesses. As a

result, I-FlashAttention achieves both high computational efficiency

and numerical accuracy in a fully integer-only environment.
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